**1.9. Naive Bayes**

Naive Bayes methods are a set of supervised learning algorithms based on applying Bayes’ theorem with the “naive” assumption of independence between every pair of features. Given a class variable ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMm6gwjiGPiCfLSOBgQEA5LwNXddYjfoAAAAASUVORK5CYII=) and a dependent feature vector ![x_1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMBAMAAACZySCyAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdIuvYM8y+0jpGL/d852FU2VUAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARklEQVQI12NgEDIRCmMAApaEdIEKEIORwR1I5oCYpgwMTLYgxiQgzgVirm8MDiCGO9MHjgQQo1tCWAQiBQYYDJb9z2BCDACIkQuep+e2vwAAAABJRU5ErkJggg==)through ![x_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALBAMAAACAOcA3AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAdIuvYM8y+0jpGL+d3RWQviMAAAAJcEhZcwAADsQAAA7EAZUrDhsAAABPSURBVAjXY2AQMhEKYwABloR0gQowi5HBnQEGTOGsSTAG1zMGhzUm2gkM7kwPOBIEXjArMHRLCIswcFxgbYCo4DnADlXL2+CaAmUxLFUAAIuXDVoiFatUAAAAAElFTkSuQmCC), Bayes’ theorem states the following relationship:

![P(y \mid x_1, \dots, x_n) = \frac{P(y) P(x_1, \dots x_n \mid y)}
                                 {P(x_1, \dots, x_n)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAToAAAArBAMAAAAakVnlAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEAUlEQVRYw8WYTWgTQRiG36RJN9mkm9ZiS6FqTwoeNAcPIijxUCkIsmAPHqSNB6V6WhDElmKDB70I3SAI7cVARSgKrSCIhJZeijfJSdCLEfyhtwotrS2oM7M/2Z1ks7uwu/1gs5kdvszTmdnvnbdAKCGq7KZaHi16y6wYX9IILTq0QRYsj855yyyYf2A+eKzY6Z7eYeCd1pLo5B363XNGRkbxSYeNEGbtEjBTQk1v0XuiCGEXXfBL1xUC3R9gaVkyNtx7cuVUiPueZ6JBl1EDhyOzhHElUdKbo2BTmdzBiG+6ZCH4fbcGnEeW/PZ3SEX6BYPkJamBPJfKD56VWiVt9G9MWOm0XJoScHQVkflCoRazcmc3cuTRJ2ClQoe6n/qYlVvNd+lJfd1Kp+ViM3C63OUqeV8fAsossgripLJsVasKUkNAXSCIqeb1kjBtX1ktFycDp5thk0Po0IdxUDphmz6hdIiR5SoPtcjq4/Ydyw2BbpB9vibXKayALnGMbR+RfnapOiYfnzk6lhvCvjvOPunLsIeL7Eu8yB7RoZZKQks6cRfKq/6nJZOO5droTB0UvbM0aaH4l91oRdlL7bCKslRnj0YgrD3HNUqXugPbNZ3eTJbq2zG1QUdzbRXF1MGED7HntfDIFmNJk4HKZfLOrSL29QrrmUPywthR9nokScVOrjeuqz++/SIsnbJJx3Iz7Kd4HfRB56QAIh0jU4CpaMAL/U5XVmqRklnOWqoxzdWUjNdBP3ROWniYlIS4AqEhRjG5PV1CvvfYoGO5mNRKFKeDfuictLCDHJ567ScofRPc3S9hqhUdXpr7juXqu4bXQT90TlooqukyGWy+9emz7qKzLDddMUqUpoNjBfw06Bw1kesMvCYVubahg6K6jhsGnZMmgusMXgu5MHRQSG3ig0HnpIkwO7WgatNxi0Z3KHANHYwVk5vmvnPURKOzQWc5A/wLNqw6GK9naiadoyYanSHtOy4aOpirJLpNOidNNDrFN5NndbowV9bUQUI3q+h0pibiUaXpYp1STh4I5XRt30KmDiI9cMyod6YmYpws4nW5cZG21jmKm4YWuoVHow1nm8N08K29GrOV5cc32lW6qt5cnUejbZMWbg5lUk5O+KAbFiYUXQsdw5/RhuQ8eXkxH8vb6agmChWuABntgnjb9b8J/oy29UjTvDnmBlrorNRkUaynz4qLB/JltDVz7hKdAXogX0ZbM+fRhbvRtpvtbKR0rkabM9u5SOlcjTZntuOVCOG8GG2b2Y6UzovRtpntSPedB6NtN9uR0rkbbc5sR1lRPBht2raY7VVEH+2MtmQz27UDoGtntCWr2RbUA6BrZ7SnrGZ74SDg2hltW3ueT/wPitGMtpaTpw0AAAAASUVORK5CYII=)

Using the naive independence assumption that

![P(x_i | y, x_1, \dots, x_{i-1}, x_{i+1}, \dots, x_n) = P(x_i | y),](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAVMAAAATBAMAAADfSvOfAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACuElEQVRIx82WP2jUcBTHX86LySX3p9fBcijaTbipUBFx0BscOsmBgk41XUScDgRRKTGI6KKYIgh1MVARi0M7iFSKcsvRTW4SnEwHldtOsFjp4u/l98slecnvetPpg+SX9315v/vkl5d3P4DQVgdXHozJXIlOUQokfnpw1RgX6opEpyjGjHAnf1ZPNMFsjR+1TJdVhtITbt4CbRdKMH5U6BJfhhIqFReMvQH4WFHfE1+GYorlv+uA+hvm/gXqReLLUFQxHgE40IU2K50l+5kTxOcb8J1Xk5AyrTfVuzaKJr+nSCJSlDaPfwb44KFzS/9UbGLccDuwEMRCKcs055HfGUEbklchISlKn8d/bW62QJ8G8DV8ngloaHoftoJYIOnZFVGGRXbe5s59or2OtOy8wHLYN09eZbYwHKXOH3IHzxgHxWI9DFddsVTxHCgtTUvW51DUpCeJZse1rLwINbbeUhSOqgR1YOC55Ipazvmm6CMo6TLUL9HlPaLZcU2aR2pVjsJrNWcFAzprjgbvMF7x8hM8GyUZqrELLdNKoobaMFS8583UU0egRgUgR+Goa34wzIHWfgGXC+ydYPxJCx54XEJU/TqkjsVCX3Xc+gA1odmRlpnn7yhuqllJUVizYjTK1/NBfBnUM/NHW/AYH6VQOwZwxRUSQ1X/sObWiR3Mv/Bt+wfoXbNara4jVkxbmT03eyrUMvPUxkH2hX9Mvn8piukjTWgvxVjjffctfv5CwgIopz5jMb0bFUBcs4lG88z1YsYfqwylFKNh84v2WXdZfAuOj4iaW02jorYfar558yFo2bvANMrtBCqIjdZhh/XdGYV5WthJbuw5cIdMF/rKBm8zZzeSmk00mpeHV650E0hRjDhNYj/bgOUaXRCfzOZn/EJcuzRK3vN9t9YcpeClXw83C/4bi6P8BeleAx+F3FkWAAAAAElFTkSuQmCC)

for all ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdPsYMmDdi0ivv/OdOHbT9wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADBJREFUCNdjYAABRgUGBmYHBhhgFWNgMGdqYAjwBXJmAbEGUMmGAAbOCQcYOJYbAABT8gXROnrGSAAAAABJRU5ErkJggg==), this relationship is simplified to

![P(y \mid x_1, \dots, x_n) = \frac{P(y) \prod_{i=1}^{n} P(x_i \mid y)}
                                 {P(x_1, \dots, x_n)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATEAAAAsBAMAAAD/dJKqAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAET0lEQVRYw8WYS2gTQRjH/5s23SSbR2tRKfg6qfSgOXgQQY1SRRBkwR48iI0HS/UUEERFbCiiF8ENglAvLlQKQaEKgkpReiniRXIS9NIUfNBbKr4V6+zMPib7TGSzfrCzmcxk89v5Zr7/fANEZvfW3izjv1uV3RT+u/oXQXF0TPFfqcaHZOfIdrHblFYs/B4aGtq/sjVe6JEdHbtUrlIwefPhI61a7tshQyqxWlYbkexXUkjLkB6kuY7C9r7+A8BjuJFhKXyy7iLE78gY1Zo2AJTsD7rlc9e4ngeB8TLt4EKWCZ8spyD1y3rlpzwZpvlJ9QOYeZBV3MkkJXQyMgzxbzhkVIc5smYjI4uRUnfZnSxeCJ1sHZnUNcwBJwr4AKQ9yQTSZzdtX1q7NGaRxd8hW4T2hJDtNfBMJc9NKfM4SZzrSZYpQnqrkYnl6/V5i6yalnt6gUboZJ9nZ0tIbIKYaOAFEFO9yHKHZ8m6nCBLF5dIddEgK91AmqzswbDBxC9aScggFOMNP7JxGtsmtGKNEWQLrDaCDpAJdH6kSBmrSzW/ebaOlve14k3TCtiGZ+jAPIsV6Y08N6d299rIFlmfK7TcTEva/h0lqWiS/cS+TpDN1OntkEZ2o2SLGkyIkqvosLIxJFHjUrIRLyuDFlnimy1qVE3Rah3ErrzCwhF6nyRNAxvJh+cu3qRza/1n+g5JBUffL35EomaSVSpkfkp1pwiT92idzEt572rFI5s6MY/pZMYD9LFhuxBWkQqGOjWLcFtkXsoryCRkbCFLVeHIlMGp0dHRsSYyrNbnZ9UgS5dihOSCmwi3RealvPlUXsjruyCDLFFzjhm69Fd5YpBNod/0hU2E2yLzUt4qJgfI7TaNcZ9I0bMMY9844blz1MiSFfJNUnUT4bbIWlHehZWXELevbI1Vp53ebLKivwgzsmzl8i3PXTvX2EbcYR6DuPfJP4owIzufeJWWvX7BNYavvN4izMjqIhmNhIevaCMzLUJ2jWrWGzqYXYT1eSYQp1c2eTmmyJNZthKeNZwirJNlFIbrHizMFTXXQWfaRVgnmymL3mSkMfXwwk6drFPetIswJRPn7uAYJbuqOi7amM3JA61FjWqLIEqQCFOy+J4TG+iywAj5wXHZukidNQ7jlE15/bPiQJtCgAhzkZZ60/7fRn1W82Sm9aw40LKKvwi3THZAHCvpyttaVhxoNX8R5snO/ipDVG1BxqgXUqcDzh/sghxkT+ErwnbdzNrHvGnnqLaRFQfacFCHntCzYl8RthLhdGSHaIYg+4owlwjnIiMzBNlXhFkizGK+GhGYJcj+IrwmcjJLkP1F2EyEI5tnliD7irCWCLPD5cjITEE2RThxBo6LJsLscHk4KmeagmyKcPwHUeR57iJ1mgizw+XniNbuclLnFbbZ4XItYjJBDiajh8uiEjEZ8pYIX7Q1XTQTyWnFcxfUOas69ymu9dvNbX8BZPCw9eGilyMAAAAASUVORK5CYII=)

Since ![P(x_1, \dots, x_n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGcAAAASBAMAAAC0gN24AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABN0lEQVQoz2NggIGVDMSBCcgcKyI1LQaTQh8FTQIYuAuI1MQHtoolgYH9BwMvA7HgAojgn8DA9ZvhJdGadoKI+gYG1u8MHkRrCgERMgwMzBcYDgBdO7FuWgNOr8AleUDENQaGvQtAmio4zvEE4NKEkOQHEV927y5g4FBgYHjADtTJ4YBdE1gSDJgWMDCwfwWxQJoYGBMYGCYq4LAKJAnXxAg2gQtE8k6A6sYGeGFJAeQnJogJIE3rG9hxawJKcm2stIBoWv8ALObBwH5gPkMEWFPbAgwMluTjD5AEBznjfT+wppkMrHZxcpAQiQe6JCYAgYF8iGQIQyoDwz6E7UugNNh5D9CDDkrvBvniAlLgBBChyZU9o4AdOW8YQKji3w0M7AtQ9cD5DlyZ0KyBmQn50JMQMmcWAwMA+5pQmy+R64gAAAAASUVORK5CYII=) is constant given the input, we can use the following classification rule:

![P(y \mid x_1, \dots, x_n) \propto P(y) \prod_{i=1}^{n} P(x_i \mid y)

\Downarrow

\hat{y} = \arg\max_y P(y) \prod_{i=1}^{n} P(x_i \mid y),](data:image/png;base64,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)

and we can use Maximum A Posteriori (MAP) estimation to estimate ![P(y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAASBAMAAAAuzwolAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA4klEQVQY02NggIGVEGoCAxKwglCLwaTQR0GTAAbuAogYH1ghSwID+w8GXpj6CyCCfwID12+GlzCxnSCivoGB9TuDB0wsBETIMDAwX2A4wMAQ58DwjIGBByR2jYFh7wKgGNeEowyJQKNAYl927y5g4FBgYOf4wHCcgYFpAQMD+1eQBFCMgTGB9QNEjPEASIwLSDI94L4AMY8pAWwdUIx/AYsARGz9A7CYB0isvwDsFsb7fmCxmQwMnJLyQMY+RBAsARFbYH6DAMYAoEPUgc5ADiwDLgNGA1hYwcN0piSQmsXAAAApzzCBaH6YcAAAAABJRU5ErkJggg==) and ![P(x_i \mid y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABN0lEQVQoz3WSv0rEQBDGv0Tj5nK5PyoIooi1hVhYWcjZXSUpLKx0H2FLK80LiEkjaGPgbK66TpDjjjyBXGXrFTZ2CsqJNmY2WXaFZIpvZ4Yfs7OzAyjrw7BEOZGZ3TODjnJ6Upc+FncD1EUp0pRl5jnYNxooRTAhaUXwfvFWgTySXIRwZuhWIEck68DcBGl2b3x+HWrEeUWTw6fwGRglhJy5T36gkb4fLLTRovBzOBRwN4Epo1JthYgr+AJ2NiL2RTlCYHHA072s4BQSsVIKPdJG9K/dbYwge7G5TBIyCBkeNPKDgxwZTGWyC5be4bhmJxpxZ/LR1suhRG7g7J9sCFzqKnH8Doz1sO6Lc9UYXb1TfEBuVjGRrUghvrAFmLkNO/mxFiqkh2W1DGUrRUgtzircosq44f8BKOpECCd8S84AAAAASUVORK5CYII=); the former is then the relative frequency of class ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMm6gwjiGPiCfLSOBgQEA5LwNXddYjfoAAAAASUVORK5CYII=) in the training set.

The different naive Bayes classifiers differ mainly by the assumptions they make regarding the distribution of ![P(x_i \mid y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABN0lEQVQoz3WSv0rEQBDGv0Tj5nK5PyoIooi1hVhYWcjZXSUpLKx0H2FLK80LiEkjaGPgbK66TpDjjjyBXGXrFTZ2CsqJNmY2WXaFZIpvZ4Yfs7OzAyjrw7BEOZGZ3TODjnJ6Upc+FncD1EUp0pRl5jnYNxooRTAhaUXwfvFWgTySXIRwZuhWIEck68DcBGl2b3x+HWrEeUWTw6fwGRglhJy5T36gkb4fLLTRovBzOBRwN4Epo1JthYgr+AJ2NiL2RTlCYHHA072s4BQSsVIKPdJG9K/dbYwge7G5TBIyCBkeNPKDgxwZTGWyC5be4bhmJxpxZ/LR1suhRG7g7J9sCFzqKnH8Doz1sO6Lc9UYXb1TfEBuVjGRrUghvrAFmLkNO/mxFiqkh2W1DGUrRUgtzircosq44f8BKOpECCd8S84AAAAASUVORK5CYII=).

In spite of their apparently over-simplified assumptions, naive Bayes classifiers have worked quite well in many real-world situations, famously document classification and spam filtering. They require a small amount of training data to estimate the necessary parameters. (For theoretical reasons why naive Bayes works well, and on which types of data it does, see the references below.)

Naive Bayes learners and classifiers can be extremely fast compared to more sophisticated methods. The decoupling of the class conditional feature distributions means that each distribution can be independently estimated as a one dimensional distribution. This in turn helps to alleviate problems stemming from the curse of dimensionality.

On the flip side, although naive Bayes is known as a decent classifier, it is known to be a bad estimator, so the probability outputs from predict\_proba are not to be taken too seriously.

**References:**

* H. Zhang (2004). [The optimality of Naive Bayes.](http://www.cs.unb.ca/~hzhang/publications/FLAIRS04ZhangH.pdf) Proc. FLAIRS.

**1.9.1. Gaussian Naive Bayes**

[**GaussianNB**](http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.GaussianNB.html#sklearn.naive_bayes.GaussianNB) implements the Gaussian Naive Bayes algorithm for classification. The likelihood of the features is assumed to be Gaussian:

![P(x_i \mid y) &= \frac{1}{\sqrt{2\pi\sigma^2_y}} \exp\left(-\frac{(x_i - \mu_y)^2}{2\sigma^2_y}\right)](data:image/png;base64,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)

The parameters ![\sigma_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAOBAMAAAA7w+qHAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi/P7z78Y3a9g6Uh0Mp1MTuH/AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAYklEQVQI12NgYNT//5kBDFzTKiAMxgKGWRAW8waG4xDWZQaGCAgLKGXGwOfAMYGBiYHlAIOAGtcFBu7GbgYGtgXMEBUMPA+2Q1kcBzqgLN5ATSiLm8EAyrrE2ABl8ckxMAAAfmoRdiCgjaoAAAAASUVORK5CYII=) and ![\mu_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAOBAMAAADQ9FGEAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAz2DdSDIY+3Tzr7/pi50GME+FAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAbElEQVQI12NgYFRgMGEAA/4Atm8QljoDxwQIayED9wYI6ywDZwOE9YUhPyXhIcMiBqYvDMt5eTkTjjJwnb6beIkhh6GAgQesqI/FAGgciLWCawHQOBCIvqnAcAvMcmCHGMTAOuEWlMXw9gEDADvtGEnmbQTkAAAAAElFTkSuQmCC) are estimated using maximum likelihood.

>>>

**>>> from** **sklearn** **import** datasets

**>>>** iris = datasets.load\_iris()

**>>> from** **sklearn.naive\_bayes** **import** GaussianNB

**>>>** gnb = GaussianNB()

**>>>** y\_pred = gnb.fit(iris.data, iris.target).predict(iris.data)

**>>>** print("Number of mislabeled points out of a total *%d* points : *%d*"

**...**  % (iris.data.shape[0],(iris.target != y\_pred).sum()))

Number of mislabeled points out of a total 150 points : 6

**1.9.2. Multinomial Naive Bayes**

[**MultinomialNB**](http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.MultinomialNB.html#sklearn.naive_bayes.MultinomialNB) implements the naive Bayes algorithm for multinomially distributed data, and is one of the two classic naive Bayes variants used in text classification (where the data are typically represented as word vector counts, although tf-idf vectors are also known to work well in practice). The distribution is parametrized by vectors ![\theta_y = (\theta_{y1},\ldots,\theta_{yn})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIsAAAAUBAMAAABPB9NaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi51IdDLpYM/z+92vGL+jKXm9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABtUlEQVQ4y5WUvUvDQBjGnzSJsTGxtZui0FZFB4fMdjD2L+ggggjaxc0hLuJSqIjooFAQdBICxc2hIDpXEKTQoS4OCn4MQhex/QMEL2kkueR60IM3ueSe33P33hfALE8YoCT7tnwPYvPmPlPTkYaYBQhZgwv7mOQMJ2auRiRDJGbkIs8liDnCPSQimmVAKaPDswliGRJn2IxoboG4IXNtgliO9FrERERjA7sQbI4LhanAyHbznGVz12zw5obCSHqqgWvvq31MygmpyBWgCrXu/Fxn2wQwMgEtvEP8DWuIjd7BUotUhQbbhsKIzSJGy2GNbkO00Xbra2wbClMd2UshVtasYFJkbuSKfoV5PPaz8bDSws6Xa6PiCMnLoUJ4we1hS4i3thwb+TQaHraSMO7dBZeyFvSiSvc1BuTngGcyLGIjdklUA9H1sRwOyIb3DkU6R9u89l55seYmJYUyknws62wOb2doZpPWab1T+aDVeTYOdqMcWop3U8ifFyHhh/vcGLeUn1mgFGot+VhN3/cuCpIsbOa1ZXhTZoZaTRqb+l89oc5aVLkyyb1xwlgsxdZl0lybAPYHaXRmD79SgHMAAAAASUVORK5CYII=) for each class ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMm6gwjiGPiCfLSOBgQEA5LwNXddYjfoAAAAASUVORK5CYII=), where ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAIBAMAAADdFhi7AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ0Yi89gMunz3b+v+0in7zPWAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAP0lEQVQI12NgVDJxTWBgMKt3YGxgYEiQZGBawMDAsIeBVQFIXWPgL2BgYP/AIMnGwMDSwLCHiYGBx4HhjTMDAAYECZehmzqsAAAAAElFTkSuQmCC) is the number of features (in text classification, the size of the vocabulary) and ![\theta_{yi}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAASBAMAAABLIvhaAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi51IdDLpYM/z+92vGL+jKXm9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAhUlEQVQI12NgYBBSZoACJocwGLOCgR/GnMwQD2WxJzBIQZncOWemQZlcBgxrQDTLAYb7DMx/QUxeBgYrBr4GqIJIhlsBTA08BRpAtQztDAJz2QI5LzCwKBUw8CZwMUCtZFGwZjgIYfI4nGGYKwBmsj6cznAoAMxkZlgAc1Ek4wG4k4VAJAAZrxa+lqHnlQAAAABJRU5ErkJggg==) is the probability ![P(x_i \mid y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABN0lEQVQoz3WSv0rEQBDGv0Tj5nK5PyoIooi1hVhYWcjZXSUpLKx0H2FLK80LiEkjaGPgbK66TpDjjjyBXGXrFTZ2CsqJNmY2WXaFZIpvZ4Yfs7OzAyjrw7BEOZGZ3TODjnJ6Upc+FncD1EUp0pRl5jnYNxooRTAhaUXwfvFWgTySXIRwZuhWIEck68DcBGl2b3x+HWrEeUWTw6fwGRglhJy5T36gkb4fLLTRovBzOBRwN4Epo1JthYgr+AJ2NiL2RTlCYHHA072s4BQSsVIKPdJG9K/dbYwge7G5TBIyCBkeNPKDgxwZTGWyC5be4bhmJxpxZ/LR1suhRG7g7J9sCFzqKnH8Doz1sO6Lc9UYXb1TfEBuVjGRrUghvrAFmLkNO/mxFiqkh2W1DGUrRUgtzircosq44f8BKOpECCd8S84AAAAASUVORK5CYII=) of feature ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdPsYMmDdi0ivv/OdOHbT9wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADBJREFUCNdjYAABRgUGBmYHBhhgFWNgMGdqYAjwBXJmAbEGUMmGAAbOCQcYOJYbAABT8gXROnrGSAAAAABJRU5ErkJggg==) appearing in a sample belonging to class ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMm6gwjiGPiCfLSOBgQEA5LwNXddYjfoAAAAASUVORK5CYII=).

The parameters ![\theta_y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAASBAMAAAB2sJk8AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi51IdDLpYM/z+92vGL+jKXm9AAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAcklEQVQI12NgYBBSZgADJocwCKOCgR/CmMwQD6bZExikwAzunDPTwAwuA4Y1YMZ9Bua/YIYVA18DmBHJcCuAqYGngIGLoZ1BYC5bAAOLUgEDbwIXxEwWBWsIg8fhDITB+nA6hMHMsADCiGQ8AHWSEAMDAJGoEhWlQ+xEAAAAAElFTkSuQmCC) is estimated by a smoothed version of maximum likelihood, i.e. relative frequency counting:

![\hat{\theta}_{yi} = \frac{ N_{yi} + \alpha}{N_y + \alpha n}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAqBAMAAAB2GanXAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASJ3Pi2B0GDLp8/vdr78EVG0PAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACMElEQVRIx52VTWjUQBzF36bZSbrZbPfgoVDFuO3Ny2Las6EiBUthwEMvBbciCkUw4AdKkeZQD9uDu0c9iAqV0lspeBEKC4J46CGUKogUFLzJQj2UehB0krjL0Ewm2TwITDL85j8fL2+ARD1+WcXdPw3k0O068I17H81M3jyGxpe8nBUsutsgbh5SxVcoiJNk4nsq2aIRSXye7GIZTtSsikmCcudJ2NL4mmobpUUaNpVJMTmP4m+n/1ax7ee2zYobDoZr/4ci4jNj1I6FcXxiD1ez5aH8Mfrgwk0iz1tqyX3GHo48C5R96QYVGLlC8QhbaPI1Sx4WfFdG/lxniwOuFzrY50l9/8bDCxE5fU42wGfTx0a0UYsnupRGU0Y+vUKx5wm7rmJERlaNxK7XaElA/dVcoq/bmJXVnLCSesovDjaRS0YVO31XM4vZocWyaAWFY87VPf1N0yHGUKnnm+0alj2lbtJxDDpbA1NwNoZXS+6gNUmNQmsbaOaaMbFO91w9oMzGQc/VfWlffkG7+CGF1H+8ibuavA//MnlKF9jfG1/CHRcP0rJ2TRUcxLxh4VYaqUyLYsjcgiVMaVK7d4lKFu/oR3EyTOn7LYe0JWQDuzo9QUYpTZegdGT3Ea6tJqR0F0OW7FaBsYfA0fGUfosRT0oq24GjvVhK64dYKiaTp5iNjkJHx1KarbarJIKVd05w1QeOjqW06eDMTBZHC1M6VYGj80no6GxZo/o5SaGjI/0DzCmiMTdrjOYAAAAASUVORK5CYII=)

where ![N_{yi} = \sum_{x \in T} x_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHEAAAAUBAMAAABIac8KAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGK/pSM/ddL9g+52LMvMx2pxSAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABoUlEQVQ4y2NgwAnWm6WlJVv9/4dTAaPyFwbG+HRMiXoFECn+3gGnVvZUBgYOLOIcP8EUdwNunfUCDOLYJF4JgCncOidybWAoxCZxPwFMCeDUeYBpAcMGbBI8v7G78dD0oxcgOnl/YtfJEI81cObyLueCSBQwpPFOABsGCkyOUBAABysD30JsOgs4F0DUcgowzL8DiR90NSxfsTqFKQCiloeBgUsbRxAoYxVlPgANB2CUrWbgDmCasJUBzbWMhig6+LSNdwAdyiB/gZMBpNYHqOInw4GHzHf40MOfDTWEZjLkAIOSc8F5Bl8eoFqOdQdAkc1owMVwGd1Z7UjsTUoOBxj+AoOTpd1dfQKSWvYNbgw66PEJcbMg+4nqDRwg9/AugMsh1DIVKDE8PICqcyqEahBnPVkANoQnAS6HUMvb85JB+wKKRl4DiJkNDHwXGJKUlBwYWBEJBqGWhWEBRuCDJe8AcxkXNNnzYUtT96CeQk577969e/X//y+G8jLOC7ogEXlssct9GkNI9i4YXGQoOnScgRVoHXf+XgYywIkONKcCAPklaHftRfCYAAAAAElFTkSuQmCC) is the number of times feature ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdPsYMmDdi0ivv/OdOHbT9wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADBJREFUCNdjYAABRgUGBmYHBhhgFWNgMGdqYAjwBXJmAbEGUMmGAAbOCQcYOJYbAABT8gXROnrGSAAAAABJRU5ErkJggg==) appears in a sample of class ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMm6gwjiGPiCfLSOBgQEA5LwNXddYjfoAAAAASUVORK5CYII=) in the training set ![T](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMBAMAAABLmSrqAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAi/vPr78YYDJ0SOmd3fNnUr3DAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAASklEQVQI12NgVHZRcjEKYGBOYFBhYBdg6GTg+M7AVcAwgYHxAwN7AgMDA/MGBjBgOgCh+xdA6PMQiuEulP4Dobh+gSmeuL8eQAoArwsN2OChKlMAAAAASUVORK5CYII=), and ![N_{y} = \sum_{i=1}^{|T|} N_{yi}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHMAAAAZBAMAAADwAgzpAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGK/pSM/ddL9g+52LMvMx2pxSAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABpElEQVQ4y7WUv0vDQBTHX+qPpE1aTxxciy5CHQqO4uokWIRODjpoXOs/oC4uIhg3N+ssaEQqjrGDi6ABN6nSiosORTQIpWC9S9rk3iUdWvBByeX6+fR9eXcU4B/LhNfL2T21H/Uibgxbqkr6UTUYseX+VIAngB7UxLeu6zPnrSpTb7uo0qQD0sqGsCt/ud9tOUxd9lUBltcBlNAvHhju45qpb0FXDMvbBMZDaurEfShUlT45FcGHCRM2Q2ryx0tI1aum7asYtmJFeu6hejD9CUPQFcNWshGlDjmRKoILoCeN9no3T2vJW3+Q9kV0VRGW0wBxAseVqKNdzIX3AliiH42efyZKjWXDeximb+opqLmYIQQe8wKzZGziqxgu0bcF2rwBVm3AFjqsgZ+MVrkKPFxJEVDOLIAdkLIJwVQK+JyZysGPwZUy5wW17PUkJU7l4OlgJoUJYZbefBUtNcoGYPMqg2uWn2f/HavtQFOdBa8yOOOPZhCKWJ1zmXunk4xXMfyipfE1/K3X6+etVhFqN3kxMIbVO+EP4Nkr0kl21LS7wj3XHzNdhaXY0/N1AAAAAElFTkSuQmCC) is the total count of all features for class ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMm6gwjiGPiCfLSOBgQEA5LwNXddYjfoAAAAASUVORK5CYII=).

The smoothing priors ![\alpha \ge 0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAPBAMAAACCUFuUAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp82Ay3c84D9FvAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAr0lEQVQY02NggIHDcJaQ0QYGBGCeBGVwX2CYiiTOwDitAEzzCjDYIYszcF8BS/AHMOwAKVN2hUmwvjsAJM8fYIgHKnBjqGAwgErwLAIS8QdAiHkCA5cozH7LdLg4hwEDpxJMWAFEng9g2F8AMo33DliUXRNiHP8GBgmgLqDDEsDCuQIQXbwGDHoMDFwHGPYmgNwXuwHhrzlAJyQL1zwqQPGHkNgGBvJB7F0guATjAQCk6CkzKdufUQAAAABJRU5ErkJggg==) accounts for features not present in the learning samples and prevents zero probabilities in further computations. Setting ![\alpha = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAANBAMAAAAgWpGhAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp82Ay3c84D9FvAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAYUlEQVQY02NgwATsV7EIMvAk/2bACvAIMyq7YhN2Y6hgMMAQZp7AwCW6Acj2ewcEz2DCHAYMnEqYhpw/wMB7B1M4noGBN4EBwxCuAwx7EwowVPMkC9c8QhFmz/2Zit0/DAAW9yHLYzBOEgAAAABJRU5ErkJggg==) is called Laplace smoothing, while ![\alpha < 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACwAAAANBAMAAAAgWpGhAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp82Ay3c84D9FvAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAfklEQVQY02NgwATsV7EIMvAk/0YTYbwDptCEmS4zwIUZlV2homW3GRDCbgwVDAYgzpGnDAhh5gkMXKIbgOxzPgxIwhwGDJxKIHYdivD5Awy8EPtRDIlnYOBNgPCKLiKEuQ4w7E0ogHCZEQ7kSRaueQQVZuB+A/J77s9UBuwAAL24IzwN5yZQAAAAAElFTkSuQmCC) is called Lidstone smoothing.

**1.9.3. Bernoulli Naive Bayes**

[**BernoulliNB**](http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.BernoulliNB.html#sklearn.naive_bayes.BernoulliNB) implements the naive Bayes training and classification algorithms for data that is distributed according to multivariate Bernoulli distributions; i.e., there may be multiple features but each one is assumed to be a binary-valued (Bernoulli, boolean) variable. Therefore, this class requires samples to be represented as binary-valued feature vectors; if handed any other kind of data, a BernoulliNB instance may binarize its input (depending on the binarize parameter).

The decision rule for Bernoulli naive Bayes is based on

![P(x_i \mid y) = P(i \mid y) x_i + (1 - P(i \mid y)) (1 - x_i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAV8AAAATBAMAAADFdhMRAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAC90lEQVRIx6WWPWgTUQDH/5f2evlsUwVFKuKcQTqIg4Oc4NBJA+3QSeMSHG9UKPXcFS+LYpdG0sFMdRJLqWRxlbgIDmIqFgk4RFBadPHeu3tfl3evF31DEi6//8fdvXv3ADa6EKPIfwXQD0a32YHCMWBGi8CoUdpcln5P81+dFCmjXX6Oi2Ywo0XHqInanPgxf7GOkqctPJu8xIL+rqRhqI0g4FY9uwXJ02nkNtMNOEeoQFsY/YRG0C/UtIrKrfKjDza9CSz6eo3cZi5A8Y96gaTCOwlJghZpJfVePBXXfc6bwGJHr5Hb3PdhH2IppfBKQpKgRZrt6govacKNFit6jdzmLDDVRy+cIa31J74obH/FbAPlhITT6y5Li8DwmDDghXuacJMFydNohqeHd8g3bfMB2GsT6m7+XbkuCnfL9Zkq5hKFGV0M3rK0CMRIMjAWNlmQvHGN4z8cUJa2+bm76yF/Hhg45DJXWWHvMcoecmSZvNQMx23ItJMfsbQIRE0yYIWJ7Vhhk0WYp9HMYi383Adt4/zizlYjfmdEc/gUbkWIfK6cthb5BKQgSWMGU83mp2azKhe2r5Hx8lgLubDQhP/TNwxpY/Xook0+K4Hy0F3AHpJzWNDRzXc5SO5kJUg8dEXNlDBblLUafIy+SJtcg0+2bd/BK1H4N67GhcWUEPQXh6dRkBzjBqY5bLbQP3TFI3ilRtRmexCvP05vE6sFOgXiwvnDsWWN05gviTQC2q5kYFrWTBYpy9paYWT7QY3+a32+To89g33l5jkPj8QVbrXCh+KNejs5jeUNnkbB0kAy4IVD8PmN9/WsFjRvXLN8sP8N+b7SZiv+PiO9OEru+KtZpeNVn4AV2QA4SIBZLfqpGitQ2ljxGdUCVrjs5Tw4+v0lo2kaBXEPksE4mNGC5KVocl21Tbw9XPBZ4Q5Opm8vF6U0CvLt5YKvBTNadNI11mu1TTe5lyi0wvPZOGb37TKw0P7XDbxisWHUpLXBDLKOBv57TGbxF2p1HyEbxr8qAAAAAElFTkSuQmCC)

which differs from multinomial NB’s rule in that it explicitly penalizes the non-occurrence of a feature ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAANBAMAAAB4JQK4AAAAKlBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADmU0mKAAAADXRSTlMAdPsYMmDdi0ivv/OdOHbT9wAAAAlwSFlzAAAOxAAADsQBlSsOGwAAADBJREFUCNdjYAABRgUGBmYHBhhgFWNgMGdqYAjwBXJmAbEGUMmGAAbOCQcYOJYbAABT8gXROnrGSAAAAABJRU5ErkJggg==) that is an indicator for class ![y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMBAMAAABCcoqQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMASHTdzxiL+69gMvOd6b96vLQuAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAR0lEQVQI12NgVGZgcmAIYxdgaWCYsJ6BfQIDQwuDPAMDwyaGs0DyK4MFiOT6CSQzMj4ASQYeAwagMm6gwjiGPiCfLSOBgQEA5LwNXddYjfoAAAAASUVORK5CYII=), where the multinomial variant would simply ignore a non-occurring feature.

In the case of text classification, word occurrence vectors (rather than word count vectors) may be used to train and use this classifier. BernoulliNB might perform better on some datasets, especially those with shorter documents. It is advisable to evaluate both models, if time permits.
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**1.9.4. Out-of-core naive Bayes model fitting**

Naive Bayes models can be used to tackle large scale classification problems for which the full training set might not fit in memory. To handle this case, [**MultinomialNB**](http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.MultinomialNB.html#sklearn.naive_bayes.MultinomialNB), [**BernoulliNB**](http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.BernoulliNB.html#sklearn.naive_bayes.BernoulliNB), and [**GaussianNB**](http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.GaussianNB.html#sklearn.naive_bayes.GaussianNB) expose a partial\_fit method that can be used incrementally as done with other classifiers as demonstrated in [Out-of-core classification of text documents](http://scikit-learn.org/stable/auto_examples/applications/plot_out_of_core_classification.html#sphx-glr-auto-examples-applications-plot-out-of-core-classification-py). All naive Bayes classifiers support sample weighting.

Contrary to the fit method, the first call to partial\_fit needs to be passed the list of all the expected class labels.

For an overview of available strategies in scikit-learn, see also the [out-of-core learning](http://scikit-learn.org/stable/modules/scaling_strategies.html#scaling-strategies) documentation.

**Note**

The partial\_fit method call of naive Bayes models introduces some computational overhead. It is recommended to use data chunk sizes that are as large as possible, that is as the available RAM allows.